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(57) ABSTRACT

The embodiments of the present document disclose a system
and method for playing videos, and the system includes: a
streaming media server, configured to send a video stream to
a real-time video intelligent analysis system and video
surveillance center, and receive and buffer a text stream
corresponding to the video stream from the real-time video
intelligent analysis system, and send the text stream to the
video surveillance center; the real-time video intelligent
analysis system, configured to perform real-time analysis on
the video stream and output the text stream corresponding to
the video stream to the streaming media server; the video
surveillance center, configured to request for and receive the
video stream and the text stream from the streaming media
server, compensate for a lost text frame in the text stream
according to the video stream, and output mixed videos of
overlay video stream and text stream.

7 Claims, 4 Drawing Sheets
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VIDEO PLAYBACK SYSTEM AND METHOD

TECHNICAL FIELD

The present document relates to video playback field, and
particularly, to a system and method for playing videos.

BACKGROUND

In the video surveillance system, basic functions such as
real-time video browsing and real-time video recording and
so on can be provided. However, if it is required to imple-
ment labeling and corresponding alarm for a target video, it
is required to perform real-time analysis on the video.

Moreover, in some specific application scenarios, it
requires pretty high accuracy and stability in video tracking,
such as in human face tracking and recognition. Where, the
accuracy refers to that the labeling location in video tracking
is accurate, while the stability refers to that the labeling
information is consecutive in video image displaying.

In the related art, there is no solution on how to analyze,
track and label a specific video accurately.

SUMMARY

The embodiments of the present document provide a
system and a method for playing videos, which at least
solves the problem that the object being tracked cannot be
labeled accurately and stably after the video surveillance
system analyzes the real-time videos.

The embodiments of present document provide a system
for playing videos, comprising:

a streaming media server, configured to buffer and send a
video stream to a real-time video intelligent analysis system
and a video surveillance center, and receive and buffer a text
stream corresponding to the video stream sent by the real-
time video intelligent analysis system, and send the text
stream to the video surveillance center;

the real-time video intelligent analysis system, configured
to perform real-time analysis on the video stream output by
the streaming media server, and output the text stream
corresponding to the video stream to the streaming media
server;

the video surveillance center, configured to request for
and receive the video stream and the text stream output by
the streaming media server, compensate for a lost text frame
in the text stream according to the video stream, and output
mixed videos after overlaying the video stream and the text
stream after compensation.

Preferably, the video surveillance center comprises:

a matching unit, configured to match the video stream
received from the streaming media server with the text
stream corresponding to the video stream;

a video frame overlaying format determination unit, con-
figured to determine a video frame overlaying format of the
video frame according to a matched result of the matching
unit; and

a text frame compensation unit, configured to compensate
for the lost text frame according to a result of determining
the overlaying format.

Preferably, the matching unit is further configured to,
when a quantity of the buffered video frames received by the
video surveillance center reaches a preset threshold, match
the video frame in the video stream with the text frame
having a timestamp equal to the timestamp of the video
frame in the text stream; wherein,
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if there are corresponding text frames matching with all of
three consecutive video frames, the matching is successful,
otherwise, the matching is failed.

Preferably, the video frame overlaying format determina-
tion unit is further configured to, when the video frame in the
video stream fails to match with the text frame having equal
timestamp to that of the video frame in the text stream,
determine that the video frame overlaying format is a
non-text overlaying format or a motion compensation format
according to a corresponding relationship between the video
frame and the text frame; wherein,

if none of the three consecutive video frames have cor-
responding text frames, the video frame overlaying format is
the non-text overlaying format, otherwise, the video frame
overlaying format is the motion compensation format.

Preferably, when the video frame overlaying format is the
motion compensation format, the text frame compensation
unit is further configured to, when a first two frames in the
three consecutive video frames have corresponding text
frames, compensate for the text frame corresponding to the
third video frame; when the first frame and the third frame
in the three consecutive video frames exist, compensate for
the text frame corresponding to the second video frame in
the middle.

Preferably, the system comprises a plurality of video
surveillance centers.

The embodiments of the present document provide a
method for playing videos, comprising:

a streaming media server sending an original video stream
to a real-time video intelligent analysis system;

the real-time video intelligent analysis system performing
real-time analysis on the video stream output by the stream-
ing media server, and outputting a text stream corresponding
to the video stream to the streaming media server;

the streaming media server storing the original video
stream and the text stream respectively, and when receiving
a request for mixing videos sent by a video surveillance
center, the streaming media server sending the video stream
and the text stream respectively to the video surveillance
center;

the video surveillance center receiving the video stream
and the text stream output by the streaming media server,
compensating for a lost text frame in the text stream accord-
ing to the video stream, and outputting a mixed video after
overlaying the video stream and the text stream after com-
pensation.

Preferably, the step of the video surveillance center com-
pensating for a lost text frame in the text stream according
to the video stream comprises:

matching the video stream received from the streaming
media server with the text stream corresponding to the video
stream;

determining a video frame overlaying format according to
a matched result; and

compensate for the lost text frame according to a result of
determining the overlaying format.

Preferably, the step of matching the video stream received
from the streaming media server with the text stream cor-
responding to the video stream comprises:

when a quantity of the video frames received by the video
surveillance center reaches a preset threshold, matching the
video frame in the video stream with the text frame in the
text stream having equal timestamp to that of the video
frame; wherein,

if all of three consecutive video frames match success-
fully with the text frames, the matching is successful,
otherwise, the matching is failed.
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Preferably, the step of determining a video frame over-
laying format according to a matched result comprises:

when the video frame in the video stream matches suc-
cessfully with the text frame in the text stream having equal
timestamp to that of the video frame, directly overlaying
videos and output mixed videos;

when the video frame in the video stream fails to match
with the text frame in the text stream having equal time-
stamp to that of the video frame, determining that the video
frame overlaying format is a non-text overlaying format or
a motion compensation format according to a corresponding
relationship between the video frame and the text frame;
wherein,

if none of the three consecutive video frames have cor-
responding text frames, the video frame overlaying format is
the non-text overlaying format, otherwise, the video frame
overlaying format is the motion compensation format.

Preferably, when the video frame overlaying format is the
non-text overlaying format, determining that there is no lost
text frame;

when the video frame overlaying format is the motion
compensation format, the step of compensating for a lost
text frame according to a result of determining the overlay-
ing format comprises: when a first two frames in the three
consecutive video frames have corresponding text frames,
compensating for the text frame corresponding to the third
video frame; when the first frame and the third frame in the
three consecutive video frames have corresponding text
frames, compensating for the text frame corresponding to
the second video frame in the middle.

According to the system for playing videos provided by
the embodiments of the present document, the text stream
labeling the video stream is acquired by analyzing the video
stream in real time, the complete text stream is acquired by
compensating for the lost text frame in the text stream, and
the video stream and the text stream are overlaid and the
mixed video is output at last, thereby the problem that the
object being tracked cannot be labeled accurately and stably
after the real-time video is analyzed in the video surveillance
system in related art is solved.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a structural diagram of a system for playing
videos provided by an embodiment of the present document;

FIG. 2 is a structural diagram of a video surveillance
center in the system for playing videos provided by an
embodiment of the present document;

FIG. 3 is a schematic diagram of a motion compensation
mode provided by an embodiment of the present document;
and

FIG. 4 is a flowchart diagram of a method for playing
videos provided by an embodiment of the present document.

PREFERRED EMBODIMENTS OF THE
PRESENT DOCUMENT

The embodiments of the present document provide a
system and a method for playing videos, which can analyze
videos in the video surveillance system accurately in real
time and label the object being tracked accurately and stably.

The method and the system for playing videos provided
by the embodiments of the present document are described
in the following in combination with the accompanying
drawings.
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Refer to FIG. 1, the system for playing videos provided by
the embodiment of the present document mainly comprises:

a streaming media server 101, configured to send a video
stream to a real-time video intelligent analysis system and a
video surveillance center; and receive and buffer a text
stream corresponding to the video stream sent by the real-
time video intelligent analysis system, and send the text
stream to the video surveillance center;

the real-time video intelligent analysis system 102, con-
figured to perform real-time analysis on the video stream
output by the streaming media server, and output the text
stream corresponding to the video stream to the streaming
media server; wherein, the text stream includes location
information of the label in the video stream:;

the video surveillance center 103, configured to receive
the video stream and the text stream output by the streaming
media server, compensate for a lost text frame in the text
stream according to the video stream, and output mixed
videos after overlaying the video stream and the text stream
after the compensation.

Preferably, refer to FIG. 2, the video surveillance center
103 comprises:

a matching unit 201, configured to match the video stream
received from the streaming media server with the text
stream corresponding to the video stream;

a video frame overlaying format determination unit 202,
configured to determine a video frame overlaying format
according to the matching result;

a text frame compensation unit 203, configured to com-
pensate for a lost text frame according to the determination
result of the overlaying format.

Preferably, the matching unit 201 is configured to, when
the quantity of the buffered video frames received by the
video surveillance center 103 reaches a preset threshold,
match the video frame in the video stream with the text
frame in the text stream having equal timestamp to that of
the video frame; wherein, if three consecutive video frames
f, ., T, and f,, , all match successfully with the correspond-
ing text frames I,_,, [, and [, ;, the matching is successful,
otherwise, the matching is failed.

Wherein, f represents video frame, and I represents text
frame.

Preferably, the video frame overlaying format determina-
tion unit 202 is configured to, when the video frame in the
video stream fails to match with the text frame in the text
stream having equal timestamp to that of the video frame,
determine that the video frame overlaying format is a
non-text overlaying format or a motion compensation format
according to a corresponding relationship between the video
frame and the text frame; wherein,

if none of three consecutive video frames f,_,, f, and f, |
have corresponding text frames 1, ;, [, and I, ,, the video

frame overlaying format is the non-text overlaying format,
otherwise, refer to FIG. 3, the video frame overlaying format
is the motion compensation format.

Preferably, when the video overlaying format is motion
compensation format, the text frame compensation unit 203
is also configured to: when the first two frames in the three
consecutive video frames have corresponding text frames,
perform external expansion compensation on the text frame
corresponding to the third video frame, and acquire a
compensated text frame.
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Wherein, the external expansion compensation is:

1, 5, I, , exist, while I, does not exist, then external
expansion compensation is performed on I, and the com-
pensation information S, is:

Sa=Sr, =51,

and then the compensation text frame is: §,=S, +S;

wherein, S represents the location where the text frame I
is to be labeled in the video frame f, including the location
information of a plurality of points required to determine the
location where the text frame is labeled.

When the first frame and the third frame in the three
consecutive video frames exist, perform interpolation com-
pensation on the text frame corresponding to the second
video frame in the middle, and acquire the compensated text
frame;

the interpolation compensation is:

1 1., exist, interpolation compensation is performed

n—13 “n+

on [, and the compensation information S is:

S0y,

el Infl)/ 2

and then the compensation text frame is: S, =S, +S,.

Preferably, the video surveillance center may simultane-
ously process a plurality of pairs of different video streams
and text streams, for instance, the video surveillance center
may simultaneously process 16 pairs of different video
streams and corresponding text streams, and perform com-
pensation and output respectively at the same time.

Preferably, the quantity of the video surveillance center
may be multiple according to the demand of the user, so as
to be convenient for the subscribers to process a great deal
of videos.

The method for playing videos provided by an embodi-
ment of the present document mainly comprises the follow-
ing steps of:

a streaming media server sending an original video stream
to a real-time video intelligent analysis system;

the real-time video intelligent analysis system performing
real-time analysis on the video stream output by the stream-
ing media server, and outputting a text stream corresponding
to the video stream to the streaming media server;

the streaming media server storing the original video
stream and the text stream respectively, and the streaming
media server sending the video stream and the text stream
respectively to some video surveillance center when receiv-
ing a request for mixing videos sent by the video surveil-
lance center;

the video surveillance center receiving the video stream
and the text stream output by the streaming media server,
compensating for lost text frames in the text stream accord-
ing to the video stream, and outputting the mixed videos
after overlaying the video stream and the text stream after
the compensation.

In practical applications, the matching unit 201 may be
actualized by the Central Processing Unit (CPU), the Digital
Signal Processor (DSP) or the Field-Programmable Gate
Array (FPGA) in the video surveillance center 103;

the video frame overlaying format determination unit 202
may be actualized by the CUP, the DSP or the FPGA in the
video surveillance center 103;

the text frame compensation unit 203 may be actualized
by the CUP, the DSP or the FPGA in the video surveillance
center 103.

See FIG. 4, the detailed flowchart of the method for
playing videos provided by an embodiment of the present
document comprises the following steps.
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In step 301, start to play videos, and the video surveillance
center receives a video stream and a text stream requested
from the streaming media server.

In step 302, buffer the video stream. As it always takes
time to analyze the videos in practical systems, in general,
the text stream got by the video surveillance center always
lags behind the video stream, therefore it needs to buffer the
video stream.

In step 303, buffer the text stream. Whenever the video
frame arrives, it is required to match a text frame having a
timestamp equal to that of the arrived video frame from the
text stream queue], therefore, it also needs to buffer the text
stream.

In step 304, determine whether the buffering is completed.
The determination is made based on whether the number of
the buffered video frames is larger than n, where n is
required to be adjusted according to parameters of an
intelligent analysis system in the system.

If the number of the buffered video frames is larger than
n, the buffering is completed and it proceeds to step 305.

If the number of the buffered video frames is not larger
than n, the buffering is not completed and it proceeds to step
302.

In step 305, extract the video frame, and match the video
frame with the text frame.

In step 306, determine whether the matching is successful,
if yes, proceed to step 313, otherwise, proceed to step 307.

In step 307, determine the overlaying format of the
unmatched video frames.

If all of the video frames f,_|, f, and f,, have no corre-
sponding text frames I,_,, L, I, ,, it indicates that it is
non-text frame format now, the overlaying operation is not
performed and return to step 305.

Otherwise, proceed to step 308.

In step 308, enter into motion compensation format.

In step 309, determine the motion compensation format.

IfI, , and I,_, exist, while I, , does not exist, then it is
external expansion compensation format, and proceed to
step 310; ifboth [,,_, and [, | exist, it is interpolation format,
and proceed to step 311.

In step 310, perform external expansion compensation,
and calculate compensation information S,: S =S, -8, "

Where S represents the location where the text frame Tis
to be labeled in the video frame f, including location
information of a plurality of points required to determine the
location for labeling the text frame I.

In step 311, perform interpolation compensation, and
;alculate the compensation information S;: S,~(S; -S; )/

In step 312, acquire compensated text frame S, , which is:
S,=8, +S. ’

In step 313, perform video overlaying processing, label
the information of the text frame into the corresponding
video frame, and play the video.

After step 313 is completed, return back to step 305 and
start a new round of video overlaying.

In summary, according to the system for playing videos
provided by the embodiments of the present document, the
text stream labeling the video stream is acquired by analyz-
ing the video stream in real time, the complete text stream
is acquired by compensating the lost text frame, and the
video stream and the text stream are overlaid and the mixed
video is output at last; after the video surveillance system
analyzes the real-time video, it can label the object being
tracked accurately and stably.

Those skilled in the art should understand that the
embodiments of the present document may be provided by
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a method, a system, or a computer program product. There-
fore, the present document may adopt the form of complete
hardware embodiments, complete software embodiments, or
the embodiments combining software with hardware. More-
over, the present document may adopt the form of computer
program product which includes computer available pro-
gram codes and is carried out on one or more computer
available storage media (including but not limited to mag-
netic disk storage and optical storage and so on).

The present document is described by referring to the
flowcharts and/or block diagrams of the method, the device
(system) and the computer program product according to the
embodiments of the present document. It should be under-
stood that the computer program instructions may be used to
implement each flow and/or block of the flowcharts and/or
block diagrams, and the combination of the flow and/or
block of the flowcharts and/or block diagrams. These com-
puter program instructions may be provided to a general-
purpose computer, a dedicated computer, an embedded
processor or the processor of other programmable data
processing device to generate a machine, so that the instruc-
tions carried out by a computer or the processor of other
programmable data processing device generate an equip-
ment with a function specified by one or more flows of the
flowchart and/or one or more blocks of the block diagram.

These computer program instructions may also be stored
in a computer readable memory which can guide a computer
or other programmable data processing device to work in a
certain way, so that the instructions stored in the computer
readable memory generate manufactured products including
instruction equipment, and the instruction equipment imple-
ments a function specified by one or more flows in the
flowchart and/or one or more blocks in the block diagram.

These computer program instructions may also be loaded
on a computer or other programmable data processing
device, so that a series of operation steps may be carried out
on the computer or other programmable device to generate
processing implemented by computers, thereby, the instruc-
tions carried out on a computer or other programmable
device provide steps for implement a function specified by
one or more flow of the flowchart and/or one or more block
of the block diagram.

Obviously, those skilled in the art may make various
changes and transformations on the present document with-
out departing from the spirit and scope of the present
document. As thus, if these modifications and transforma-
tions of the present document belong to the scope of the
claims of the present document and equivalent technologies
thereof, the present document also intends to comprise these
changes and transformations.

INDUSTRIAL APPLICABILITY

According to the system for playing videos provided by
the embodiments of the present document, the text stream
labeling the video stream is acquired by analyzing the video
stream in real time, the complete text stream is acquired by
compensating the lost text frame in the text stream, and the
video stream and the text stream are overlaid and the mixed
video is output at last, thereby the problem that the object
being tracked cannot be labeled accurately and stably after
the real-time video is analyzed in the video surveillance
system in related art is solved.

What we claim is:

1. A system for playing videos, comprising:

a streaming media server, configured to buffer and send a

video stream to a real-time video intelligent analysis
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system and a video surveillance center, and receive and
buffer a text stream corresponding to the video stream
sent by the real-time video intelligent analysis system,
and send the text stream to the video surveillance
center;

the real-time video intelligent analysis system, configured
to perform real-time analysis on the video stream
output by the streaming media server, and output the
text stream corresponding to the video stream to the
streaming media server;

the video surveillance center, configured to request for
and receive the video stream and the text stream output
by the streaming media server, compensate for a lost
text frame in the text stream according to the video
stream, and output mixed videos after overlaying the
video stream and the text stream after compensation;
wherein the video surveillance center comprises:

a matching unit, configured to match the video stream
received from the streaming media server with the text
stream corresponding to the video stream;

a video frame overlaying format determination unit, con-
figured to determine a video frame overlaying format of
the video frame according to a matched result of the
matching unit; and

a text frame compensation unit, configured to compensate
for the lost text frame according to a result of deter-
mining the overlaying format;

wherein the matching unit is further configured to, when
a quantity of the buffered video frames received by the
video surveillance center reaches a preset threshold,
match the video frame in the video stream with the text
frame having a timestamp equal to the timestamp of the
video frame in the text stream; wherein,

if there are corresponding text frames matching with all of
three consecutive video frames, the matching is suc-
cessful, otherwise, the matching is failed.

2. The system for playing videos according to claim 1,

wherein,

the video frame overlaying format determination unit is
further configured to, when the video frame in the video
stream fails to match with the text frame having equal
timestamp to that of the video frame in the text stream,
determine that the video frame overlaying format is a
non-text overlaying format or a motion compensation
format according to a corresponding relationship
between the video frame and the text frame; wherein,

if none of the three consecutive video frames have cor-
responding text frames, the video frame overlaying
format is the non-text overlaying format, otherwise, the
video frame overlaying format is the motion compen-
sation format.

3. The system for playing videos according to claim 2,

wherein,

when the video frame overlaying format is the motion
compensation format, the text frame compensation unit
is further configured to, when a first two frames in the
three consecutive video frames have corresponding text
frames, compensate for the text frame corresponding to
the third video frame; when the first frame and the third
frame in the three consecutive video frames exist,
compensate for the text frame corresponding to the
second video frame in the middle.

4. The system for playing videos according to claim 1,

wherein, the system comprises a plurality of video surveil-
lance centers.
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5. A method for playing videos, comprising:

a streaming media server sending an original video stream
to a real-time video intelligent analysis system;

the real-time video intelligent analysis system performing
real-time analysis on the video stream output by the
streaming media server, and outputting a text stream
corresponding to the video stream to the streaming
media server;

the streaming media server storing the original video
stream and the text stream respectively, and when
receiving a request for mixing videos sent by a video
surveillance center, the streaming media server sending
the video stream and the text stream respectively to the
video surveillance center;

the video surveillance center receiving the video stream
and the text stream output by the streaming media
server, compensating for a lost text frame in the text
stream according to the video stream, and outputting a
mixed video after overlaying the video stream and the
text stream after compensation; wherein the step of the
video surveillance center compensating for a lost text
frame in the text stream according to the video stream
comprises:

matching the video stream received from the streaming
media server with the text stream corresponding to the
video stream;

determining a video frame overlaying format according to
a matched result; and

compensate for the lost text frame according to a result of
determining the overlaying format;

wherein, the step of matching the video stream received
from the streaming media server with the text stream
corresponding to the video stream comprises:

when a quantity of the video frames received by the video
surveillance center reaches a preset threshold, matching
the video frame in the video stream with the text frame
in the text stream having equal timestamp to that of the
video frame; wherein,

10

if all of three consecutive video frames match success-
fully with the text frames, the matching is successful,
otherwise, the matching is failed.

6. The method according to claim 5, wherein, the step of

5 determining a video frame overlaying format according to a

10

30

matched result comprises:

when the video frame in the video stream matches suc-
cessfully with the text frame in the text stream having
equal timestamp to that of the video frame, directly
overlaying videos and output mixed videos;

when the video frame in the video stream fails to match
with the text frame in the text stream having equal
timestamp to that of the video frame, determining that
the video frame overlaying format is a non-text over-
laying format or a motion compensation format accord-
ing to a corresponding relationship between the video
frame and the text frame; wherein,

if none of the three consecutive video frames have cor-
responding text frames, the video frame overlaying
format is the non-text overlaying format, otherwise, the
video frame overlaying format is the motion compen-
sation format.

7. The method according to claim 6, wherein,

when the video frame overlaying format is the non-text
overlaying format, determining that there is no lost text
frame;

when the video frame overlaying format is the motion
compensation format, the step of compensating for a
lost text frame according to a result of determining the
overlaying format comprises: when a first two frames
in the three consecutive video frames have correspond-
ing text frames, compensating for the text frame cor-
responding to the third video frame; when the first
frame and the third frame in the three consecutive video
frames have corresponding text frames, compensating
for the text frame corresponding to the second video
frame in the middle.
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